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1. Introduction

Water is, of course, a fascinating and important substance.
For such a simple molecule, its condensed phase properties
are surprisingly complex. Here we might mention the many
different solid phases, the higher density of the liquid as
compared to ice I, and the density maximum (as a function
of temperature) in the liquid phase. Moreover, for such a
light molecule, many of the liquid-state properties are
anomalous: the boiling point, freezing point, heat capacity,
surface tension, and viscosity are all unusually high. Even
so, it is perhaps surprising that we still do not fully
understand the properties of the liquid state.'™3
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From a theoretical point of view, this can probably be
attributed to two features of liquid water: cooperative
hydrogen bonding (H-bonding) and nuclear quantum effects.
The former refers to the fact that the binding energy of two
H-bonded molecules is modified by the presence of a third
molecule.*” In terms of simulating the liquid, then, it follows
that the potential energy cannot be written as a sum of two-
molecule terms. This means that simple two-body simulation
models cannot completely describe reality, and attempts to
capture the effects of these many-body interactions with
polarizable models are not fully satisfactory either.3!° Nuclear
quantum effects occur because the hydrogen nucleus is
sufficiently light that classical mechanics for the nuclear
motion is simply not adequate. Thus, classical mechanics
cannot describe such important properties as spatial disper-
sion of the hydrogen positions, nuclear tunneling, zero-point
energy, and quantization of nuclear motions. Much energy
has recently been expended toward the simulation of liquid
water using ab initio electronic-structure methods (which,
in priniciple, will produce the correct Born—Oppenheimer
potential surface, including the effects of many-body
interactions),'' ™" together with methods for quantum
dynamics,'2 but still more work needs to be done before
we have a complete and accurate description.

On the experimental side, one is limited by the existing
experimental techniques that have been brought to bear on the
problem—these techniques include nuclear magnetic resonance
(NMR);%73! dielectric relaxation;*? X-ray scattering;** X-ray
absorption, emission, and Raman spectroscopies;*** elastic
and inelastic neutron scattering;***® and THz spectroscopy.***°
For example, NMR is very useful for measuring the
correlation times for rotation of various molecule-fixed axes,
but it cannot provide the time dependence of the rotational
correlation functions. X-ray scattering is primarily sensitive
to oxygen positions and can provide the oxygen—oxygen
radial distribution function but cannot say much about higher-
order oxygen-position correlations or about hydrogen posi-
tions. Through the use of isotope-substitution experiments,>®
neutron scattering does provide information about both
hydrogen and oxygen positions but, again, not about higher-
order correlations. The new techniques of X-ray absorption,
emission, and Raman scattering are sensitive to the electronic
excited states of the liquid, which are difficult to calculate,
perhaps explaining why interpretation of these experiments
has not been unambiguous.?*3>4!

In this review, we discuss the experimental technique of
vibrational spectroscopy and the role that it has played in
elucidating the structure and dynamics of liquid water in
thermal equilibrium. These techniques begin with the straight-
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forward infrared (IR) absorption experiments of many years
ago, followed by polarized and depolarized Raman scattering
experiments within the last 40 years and ultrafast IR and
Raman experiments of the past decade.*>”* Vibrational
spectroscopy is a useful technique for studying the structure
and dynamics of water for two reasons. First, vibrational
frequencies, especially in the OH stretch region, are very
sensitive to molecular environment, including H-bonding.
Thus, a simple absorption experiment, which in large part
measures the ensemble of vibrational frequencies in the
liquid, reflects the distributions of local environments, which,
in turn, is intimately related to the structure of the liquid.
Local structure, of course, evolves in time due to molecular
dynamics. As such, the frequency of any one OH stretch
also fluctuates in time—a process known as spectral diffusion.
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A time-resolved experiment with laser-pulse durations on
the time scale of molecular motion in the liquid, or shorter,
in principle can measure the statistics of spectral diffusion,
which, in turn, provides an excellent probe of molecular
dynamics. The second fundamental reason that vibrational
spectroscopy is so useful is that the transition dipole vector
and polarizability tensor of a molecule, relevant for IR and
Raman spectroscopy, respectively, are tied to its molecule-
fixed frame. Thus, for example, ultrafast IR spectroscopy
with polarized lasers can provide a detailed probe of the
dynamics of molecular rotation.**

For an isolated gas-phase water molecule, the two local-
mode OH stretches are coupled, which leads to a splitting
between the symmetric and antisymmetric stretch normal-
mode frequencies of some 100 cm™!. In condensed phases,
the degeneracy of the two local-mode frequencies is broken,
very strongly (in comparison with the coupling), due to
different local environments, diminishing the effect of the
coupling.*® On the other hand, in condensed phases, there is
also the possibility of vibrational coupling between OH
stretches on different molecules. Our current understanding
is that this coupling has a pronounced effect on instantaneous
vibrational eigenstates for single excitations, which can
extend over ten or more molecules.*’*¥ Concomitantly, this
delocalization has a pronounced effect on both the steady-
state and ultrafast vibrational spectroscopy, causing, for
example, the appearance of a collective vibrational peak in
the polarized Raman spectrum® and the very rapid anisotropy
decay (due to vibrational energy transfer) in pump—probe
experiments.*¥ > In terms of the study of vibrational
dynamics,”>7! these are important and fascinating effects.
They are, however, less relevant to the structure and
dynamics of liquid water in thermal equilibrium (where all
OH stretch vibrations are in their ground states).

Therefore, in order to study the structure and dynamics
of liquid water in thermal equilibrium, it is more useful to
employ isotopes, for example, by considering dilute HDO
in D,O or dilute HDO in H,O (and, actually, Nicodemus
and Tomakoft”? have also looked at dilute HTO in H,0). In
these two situations, the OH or OD stretches, respectively,
function as localized chromophores, since, because of
substantial frequency mismatch, they are effectively un-
coupled from all other stretches in the sample. This means
that they can act as effective reporters of local structure and
dynamics, unfettered by the complications of delocalization
and energy transfer described above in neat H,O. For these
reasons, we will focus only on these two systems in this
review.

Ultrafast vibrational spectroscopy has also been used to
study vibrational energy relaxation in HDO:H,0O or HDO:
D,0, typically measuring the OD or OH stretch lifetime,
respectively,”* 2 although some recent experiments have
focused on bend lifetimes.?33* This process is fundamentally
important for understanding water’s role as a solvent for
chemical and electron transfer reactions. However, knowl-
edge of these rates provides only indirect information about
the structure and dynamics of water in thermal equilibrium
(and even this relies heavily on theoretical modeling).
Therefore, except for the inescapable role vibrational relax-
ation plays in all vibrational spectroscopy, we will not focus
on it herein.

Thus, the topic of this review is conventional and ultrafast
vibrational spectroscopy—especially those techniques that
shed light on H-bonding structure and dynamics, spectral
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diffusion, and rotational dynamics—of dilute HDO in either
liquid H,O or D,O, in the OD or OH stretch region,
respectively. Earlier experiments focused on the latter, since
it was easier to coax lasers to perform well at these shorter
wavelengths, whereas with later developments it has become
just as easy to perform experiments on the former. At this
point, it might be worth mentioning that there is a slight
preference for working on the HDO:H,O system, for several
different reasons. First, this system probes the structure and
dynamics of H,O (rather than D,0), which is inherently more
important. Second, the OD stretch lifetime is longer than
the OH stretch lifetime, providing more dynamic range in
the ultrafast experiments. Third, theoretical simulation models
have been parametrized for H,O (and usually not for D,0),
which makes modeling H,O more reliable. On the other hand,
in ultrafast experiments, one is often worried about local
heating from vibrational relaxation, and these effects are more
problematic for HDO:H,O (since in this case the HDO
concentration needs to be higher, as described below). Note,
also, that nuclear quantum effects, not taken into account
explicitly in classical simulations, are more important for
H,O0 than for D,0. Interpretation of vibrational spectroscopic
observables, especially for the most modern ultrafast tech-
niques, is greatly facilitated by molecular dynamics simula-
tions and associated theoretical spectroscopy. Thus, this
review also focuses on these complementary computational
efforts.

In the next section we discuss how conventional IR and
Raman experiments, together with computer simulation and
theoretical interpretation, shed some light on the problems
of liquid structure and H-bonding. In section 3 we consider
ultrafast experiments that can probe spectral diffusion, most
commonly and conveniently characterized statistically by the
frequency time-correlation function, and we discuss attempts
to understand experimental results from computer simulation
and theoretical modeling. In section 4 we consider pump—probe
experiments that measure rotational anisotropy decay, dis-
cussing both short-time (inertial) and long-time (collective)
dynamics, and comparing them with simulation and theory.
In section 5 we conclude.

2. Vibrational Spectroscopy as a Probe of
Structure

2.1. Experimental IR and Raman Line Shapes

IR and Raman (polarized, depolarized, and unpolarized)
line shapes for dilute HDO in D,O at room temperature are
all rather similar and are characterized by a large red shift
of roughly 300 cm™! from the gas-phase OH stretch
frequency (for HDO) of 3707 cm ™! and a breadth of between
250 and 300 cm ™!, Both the red shift and the spectral breadth
are unusually large for a vibrational transition. The shift is
generally believed to result from H-bonds to the H atom in
HDO. Such H-bonds weaken and lengthen the covalent OH
bond, leading to a red shift in the average frequency. Liquid
water, being disordered, has a wide range of H-bond
distances and angles, and, in addition, has some broken
H-bonds. Since the OH stretch frequency is so sensitive to
these H-bonds, the thinking is that the distribution of H-bond
configurations leads to a distribution of OH stretch frequen-
cies, which is reflected in the large spectral breadth. There
are some subtle differences between the IR and Raman
spectra, namely that the Raman line shape is shifted to the
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blue by about 30 cm™!, and it also has a shoulder on the
blue side that is absent in the IR spectrum.

The situation for HDO:H,O is similar, although all (OD)
frequencies are smaller (because of the heavier D atom).
Thus, the gas-phase OD stretch frequency is 2724 cm ™!, the
liquid-state red-shift is about 225 cm™!, and the spectral
breadths are between 160 and 180 cm™'. Note that, as
discussed below, the ratios of gas-phase frequencies and red
shifts for the OD and OH stretches are roughly the same,
while the ratio of the line widths is somewhat smaller. The
slight blue shift and blue shoulder in the Raman spectra are
also seen for this (HDO:H,0O) system.

From a theoretical perspective, the goal is to reproduce
the line shapes as closely as possible and then use the
simulation results and other theoretical analysis to address a
number of questions. For example, are the general thoughts
about the shift and broadening in these systems correct? Can
we understand the differences between IR and Raman line
shapes and between the HDO:D,0 and HDO:H,O systems?
What, if anything, are the line shapes telling us about
H-bonding in liquid water? The idea has been pervasive in
the literature, as evidenced by multiple Gaussian fits to line
shapes®>#® and the ability to burn narrow transient spectral
holes,¥”* that different H-bonding configurations correspond
to relatively narrow frequency distributions, which together
make up the observed spectra. Is this idea correct?

2.2. Theoretical Approaches to Vibrational Line
Shapes

The modern starting point for the calculation of spectral
line shapes comes from quantum time-correlation functions
(TCFs).°2 Thus, in principle, one could simulate liquid
water, treating all electrons and nuclei quantum mechanically,
and use existing TCF expressions to obtain IR and Raman
line shapes. For a variety of technical and computational
reasons, we are not yet close to being able to proceed in
this fashion. One approach is to treat the nuclear motion,
which occurs either on an empirical®>™® or ab initio®®
potential energy surface, classically. Notwithstanding issues
having to do with the accuracy of either of these surfaces,
especially for high-frequency (OH or OD stretch) motion,
there is reason to be concerned with the adequacy of the
classical approximation for high frequency (compared to k7/
f) and very anharmonic modes.’” Therefore, a number of
workers have instead considered a mixed quantum/classical
approach, where (in the case, for example, of HDO:D,0)
the OH stretch is treated quantum mechanically, the water
bends and OD stretches are neglected, and the other nuclear
degrees of freedom are treated with classical mechanics. Even
within this approach there are several critical issues to be
addressed. First, one needs to define the potential surface
for the classical degrees of freedom, which is typically taken
to be an empirical surface for rigid water. And second, and
perhaps more importantly, one needs to define the potential
surface for the OH stretch motion. There are really two
choices here: either one can use the empirical surface for
rigid water,”®"!% together with a reference potential for the
gas-phase stretch, or one can, independent of the empirical
potential, use ab initio calculations to determine this
surface. 10112

The efforts Skinner and co-workers have undertaken in
recent years involve the mixed quantum/classical approach,
using the SPC/E model'"* for a molecular dynamics (MD)
simulation of rigid water and electronic structure (ES)
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Figure 1. Theoretical’’ and experimental'>*!> IR and (unpolarized)
Raman line shapes for dilute HDO in H,O under ambient conditions.
Reproduced with permission from ref 97. Copyright 2009 John
Wiley and Sons.

calculations to determine the OH/OD stretch fundamental
transition frequency for each simulation configuration,”!1> 114118
In the latest implementation,”’!!7-!!® these ES calculations
lead to a simple quadratic map between the vibrational
frequency and the electric field, produced by the point
charges of the surrounding molecules, at the H/D atom of
interest, and in the direction of the OH/OD bond. With this
map it is a simple matter to produce a frequency trajectory
from the MD simulation. Another important spectral quantity
is the transition dipole, which lies more or less along the
OH/OD bond vector.!'*!!? In liquid water the magnitude of this
transition dipole depends strongly on the local environment, *!2!
which, in analogy with electronic spectroscopy, is called a
non-Condon effect. It is important to take this non-Condon
effect into account,''*!'> and so they developed an ES-based
electric-field map for this quantity as well.!'*!17 A similar
(although much less important) non-Condon effect can be
employed for the components of the transition polarizability
tensor, which they implemented within the bond-polariz-
ability model.”!"*!17 Armed with frequency, transition
dipole, and transition polarizability trajectories, one can,
within the mixed quantum/classical formulation, calculate
IR and Raman spectra.'?? The results include the effects of
motional narrowing,'?® and the broadening effects of mo-
lecular rotation, and vibrational relaxation (which is described
phenomenologically).

In Figure 1 we show experimenta and theoretica
IR and (unpolarized) Raman line shapes for dilute HDO in
H,O at 298 K. There are no adjustable parameters in the
theoretical calculation, except a scale factor that matches
experimental and theoretical peak heights. In both cases, one
sees quite reasonable agreement between experiment and
theory. The slight blue shift of the Raman spectrum (with
respect to the IR spectrum) and the weak shoulder on the
blue side of the Raman spectrum are both captured by theory.

We can begin to answer some of the questions posed
above, by considering the theoretical distribution of frequen-
cies sampled by the ensemble of OD chromophores, the
weighted (by the square of the transition dipole) frequency
distribution (or spectral density) appropriate for the IR
spectrum,'?® and the IR line shape, as shown in Figure 2.

1 124,125 197
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Figure 2. Theoretical frequency distribution, IR spectral density,
and IR line shape, for dilute HDO in H,O.
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Figure 3. Theoretical frequency distribution, IR spectral density,

and IR line shape for dilute HDO in D,0.

All three curves have the same (area) normalization. The
frequency distribution itself is quite asymmetrical, while
the spectral density is more symmetrical and red-shifted. These
differences are both due to non-Condon effects, since the
transition dipole is much larger for molecules on the red
side of the line.!'*!>117:127 Since non-Condon effects are much
smaller for Raman spectroscopy, this immediately explains
why the Raman spectrum is blue-shifted relative to the IR
and why the shoulder (on the blue side) in the Raman
spectrum is suppressed in the IR. The IR line shape is
narrower than the spectral density due to motional narrowing
(despite the weak broadening effects of rotations and
vibrational relaxation). Still, the effects of motional narrow-
ing are not dominant, and so the qualitative picture that the
breadth of the line is determined by the distribution of
frequencies is correct. In addition, the overall red shift clearly
comes from H-bonding interactions with other molecules,
as discussed above and as borne out by the ES calculations.

In Figure 3 we show the same quantities for HDO:D,0,
with similar conclusions, although in this case the amount
of motional narrowing (relative to the spectral density) is
smaller. This is easy to understand within the context of the
simple Kubo model.'?® In this model the frequency fluctua-
tions describe a Gaussian process and, hence, are character-
ized completely by the two-point frequency—frequency
correlation function (FFCF) [Dw () dw(0)[] where dw(r) =
o(t) — [0 Thus, w(f) is the time-dependent transition
frequency of a given OH oscillator and [dllis the average
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Figure 4. IR spectral density subdistributions for different H-
bonding classes, for dilute HDO in D,0.
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frequency of the ensemble. Within the Kubo model, the
frequency fluctuations describe a Gauss—Markov process,
meaning that the FFCF decays exponentially:

Daw(t) Sw(0)0= A% " (1)

A? is the mean-squared frequency fluctuation, and 7 is the
correlation time. The FFCF for water is somewhat more
complicated (see below); still, one can understand the
motional narrowing trend by considering this model. The
time scale for frequency fluctuations (7) is not very different
for the HDO:D,O and HDO:H,O systems, while A is
significantly larger in the case of HDO:D,0. According to
the Kubo model, the dimensionless product At determines
the extent of motional narrowing. Since this product for
HDO:D,O0 is larger, there is less motional narrowing. This
explains why the observed line width for HDO:H,O is
smaller than one might expect, given the scaling, discussed
above, of the gas-phase frequencies and the red-shift.
Similarly, there is even more motional narrowing in the HTO:
H,O system.”

Finally, we can attempt to address the question about the
relationship between H-bonding and vibrational line shapes.
To do so, we need a definition of the H-bond. Although this
topic is fraught with ambiguities,'?® herein we will use a new
ES-based definition developed recently in the Skinner
group.'?® Within this approach, each HDO molecule is
assigned to one of eight H-bonding classes, according to the
total number of H-bonds, the number of donors (H-bonds to
the H or D atoms), and, if it is a single donor, whether the
donor is the H or D atom. Thus, for example, an HDO
molecule in class 2gp has a total of two H-bonds, it is a single
(S) donor, and the single donor is the D atom. For the HDO:
D,0 problem, Auer et al. decomposed the frequency
distribution into subdistributions for each of the eight
H-bonding classes.!"” In Figure 4 we do something analo-
gous, but instead we decompose the spectral density (since
that is more relevant for the IR spectrum).!?® One sees that
the eight distributions fall into two groups, of four classes
each. Those lacking an H-bond to the H (1y, 2y, 2sp, and
3sp) all absorb between 3450 and 3750 cm™'. On the other
hand, those four classes possessing an H-bond to the H (2,
3su, 3p, 4p) all absorb in the broad range between 2900 and
3700 cm™!. From this analysis we can say that (within the
model!) molecules with a free—OH group do absorb in a
relatively narrow frequency range (which, by the way, are
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the molecules producing the blue shoulder in the Raman
spectrum''¥), while molecules without a free—OH (that is,
those in the H-bonding region) do not. To reiterate, then,
it is not correct to say that molecules in specific H-bonding
environments (for example, those in the 4p, sometimes called
“ice-like”, class) absorb in relatively narrow frequency
ranges.””>!17126 This conclusion seems to be robust to
different H-bond definitions'?® (although at present we have
no information as to robustness with respect to different water
simulation models).

3. Vibrational Spectroscopy as a Probe of
Spectral Diffusion

The H-bond dynamics of liquid water play an important
role in chemical processes occurring in aqueous media.'?%!%
For instance, the formation and breaking of H-bonds between
water and reacting molecules can strongly affect the kinetics
and energetics of chemical reactions. The dynamics of the
H-bond network occur over many time scales, ranging from
femtosecond fluctuations that involve a few molecules to
picosecond diffusive motions that involve the breaking and
formation of H-bonds.?103:130.131

Time-resolved IR spectroscopy is an ideal technique to
investigate the dynamics of H-bonds in water, because, as
we discussed in the previous section, the frequencies of the
intramolecular OH stretching vibrations of a water molecule
are particularly sensitive to the molecule’s H-bond environ-
ment. Generally speaking, the strengthening of the bond will
lead to a red shift of the OH frequency, and a weakening
will lead to a blue shift of this frequency.'*? Therefore, time-
dependent shifts in the OH vibrational frequency, or spectral
diffusion, can be used to characterize changes in H-bonding
and intermolecular configuration.

Spectral diffusion is most succinctly described by the
FFCF, which, within the Kubo model, is a single exponential,
as in eq 1. More generally, the time dependence of the FFCF
is often modeled as a sum of exponentials,

Ba(r) dw(0)0= 2 AZe 2)

each with an amplitude A and a time constant 7.

3.1. Experimental Techniques for Studying
Spectral Diffusion

In the recent past, the frequency fluctuations of the OH
stretch vibrations have been investigated with nonlinear
vibrational spectroscopy. In the following, we will briefly
describe and compare the nonlinear techniques that have been
used. In all experiments, the femtosecond mid-IR pump and
probe pulses are generated via a sequence of nonlinear
frequency-conversion processes that are pumped by the
output of Ti:sapphire multipass and/or regenerative amplifiers
(800 nm, 1 kHz, pulse energy =1 mlJ). The mid-IR pump
has a wavelength of ~3 um (=3300 cm™!) or ~4 um (=2500
cm™!), depending on whether the OH or the OD stretch
vibration is being studied. In most studies, the pulses are
generated via an optical parametric amplification process in
a potassium titanyl phosphate (KTP) or KNbOj crystal that
is pumped by a part of the 800 nm pulses of the Ti:sapphire
laser. The energy of the generated pump pulses varies
between 2 uJ'3 and 10 ©J.13*71% In some studies, the KTP
and KNbO;j crystals are quite short (1 mm) and the 800 nm
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pulses have a pulse duration of 3019140 or 40 fs.133!41 The
resulting mid-IR pulses are ultrashort, having a pulse duration
of ~50 fs.105:133140.141 The bandwidth of these pulses is ~400
cm™!, thereby covering completely the absorption band. In
other studies, longer crystals (4—5 mm) and longer 800 nm
pulses (~100 fs) have been used, leading to the generation
of longer (~150 fs) mid-IR pump pulses with a much
narrower spectral bandwidth of ~100 cm™!,1347137.139

The pulses are used to excite and probe OH/OD stretch
vibrations. As discussed above, isotopically diluted water is
studied, probing either the OH stretch vibration of HDO
dissolved in D,O or the OD vibration of HDO dissolved in
H,0. The use of isotopically diluted water has as advantages
that the heating effects are limited and, as pointed out in the
Introduction, that the signals are not affected by the strong
intra- and intermolecular couplings of the OH/OD stretch
vibrations of pure H,O/D,O.* In cases where the stretch
vibration of HDO:D-O is studied, the concentration of HDO
is ~1%. When the stretch vibration of HDO:H,O is studied,
the concentration of HDO is somewhat higher, ranging from
2.5 to 4%. In the latter experiments, a higher concentration
has to be used, because the H,O solvent has a non-negligible
absorption in the frequency region of the stretch vibration.
For either system, the excitation induces a transfer of a few
percent of the population of the v = 0 ground state of the
OD/OH stretch vibration to the v = 1 excited state. This
transfer leads to a bleaching effect at the fundamental
transition frequencies due to a decrease of the v = 0 — 1
absorption and the presence of the v = 1 — 0 stimulated
emission. The population transfer to v = 1 also leads to
induced absorption at frequencies corresponding to the v =
1 — 2 transition. The latter absorption is red-shifted with
respect to the fundamental transition by ~220/150 cm ™! due
to the anharmonicity of the OH/OD stretch vibration.

3.1.1. Spectral Hole Burning

In spectral hole burning, the OH/OD stretch absorption
band is excited with a relatively narrow-band mid-IR
excitation pulse. If the time scale for spectral diffusion is
long compared to the laser pulse duration, the pulse will only
excite water molecules in a limited frequency range, leading
to a so-called spectral hole in the absorption band. Due to
spectral diffusion, the spectral hole will broaden and the
central frequency of the hole will shift toward the peak of
the absorption band. If the spectral modulation forms a
Gauss—Markov process, the shift of the central frequency
of the spectral hole shows the same dynamics as the FFCF;
that is, this frequency shifts toward the peak with an
exponential time dependence, characterized by a time
constant 7. The width of the spectral hole broadens with a
time constant half as long.

The first studies of spectral diffusion of the OH stretch
vibrations of water were performed via spectral hole-burning
spectroscopy of the OH stretch of HDO dissolved in D,O
using relatively long mid-IR pulses with pulse durations >
1 ps. From the measurements, it was concluded that the
stretch absorption band contains several sub-bands.?” Later
studies employing femtosecond pulses did not find evidence
for the existence of sub-bands and rather found that the
spectral dynamics can be modeled well as a Gauss—Markov
process. 142143

Figure 5 presents transient absorption spectra of the OH
stretch vibration of HDO:D,0O measured with IR pulses with
a pulse duration of ~150 fs. Each spectrum is obtained with
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Figure 5. Transient spectra of an aqueous solution of 0.5% HDO
dissolved in D,0 obtained with three different pump pulses. The
spectra are measured at a delay of 300 fs after excitation by the
pump pulse.
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Figure 6. Transient spectra of an aqueous solution of 0.5% HDO

dissolved in D,O at different time delays after excitation with a

pump pulse centered at 3580 cm ™.

a different central frequency for the pump pulse. For probe
frequencies >3300 cm™!, the signal is positive and results
from the bleaching of the fundamental v = 0 — 1 transition.
For frequencies <3300 cm !, the signal is negative and
results from the induced v = 1 — 2 transition absorption.
For all three pump frequencies, the bleaching is narrower
than the linear absorption band, which means that the
excitation leads to the formation of a spectral hole in an
inhomogeneously broadened absorption band. In Figure
6, transient spectra are shown at different delays after
excitation in the blue wing of the absorption band. It is
seen that the spectrum broadens and that its central
frequency shifts toward the maximum of the absorption
band. From these spectral dynamics, it was deduced that
the FFCF shows a dominant exponential decay component
with a time constant of ~1 ps.!427144

3.1.2. Photon-Echo Peak Shift Spectroscopy

In photon-echo spectroscopy, the OH stretch absorption
band is excited with broad-band IR laser pulses that cover
the whole width of the absorption band. The excitation is
performed with two pulses, with wavevectors k; and k,, that
enter the sample at different angles. As a result, a population
grating is excited, with a wavevector corresponding to the
difference wavevector of the two excitation pulses. If the
absorption band is inhomogeneously broadened, there will
be a population grating for each different frequency in the
absorption band. The relative phases of these different
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frequency gratings will change with increasing delay between
the two excitation pulses, because of the differences in the
rate of phase evolution of the OH oscillators in the time
interval between the two excitation pulses. In the population
grating phase (after the second pulse), there is no further
phase accumulation. The frequency gratings are read out by
a third pulse that has a direction k3. This third pulse generates
a polarization in the directions k; + k, — k; and k; + k; —
k,. In the so-called rephasing direction, which is k3 + k, —
k,, if the pulse with k; enters first, the phase accumulation
is opposite to the phase accumulation between the first and
second pulses. Hence, the polarizations generated by the third
pulse get into phase again after a time delay that corresponds
to the time difference between the first two excitation pulses.
At that moment in time, all polarizations add up construc-
tively, and a light pulse is emitted from the sample in the
rephasing direction. Because the emission is delayed with
respect to the entrance time of the third pulse, the emitted
light pulse is denoted as a photon echo.

In an echo-peak shift measurement, the delay between the
first two excitation pulses that gives the maximum echo
signal is measured as a function of the so-called waiting time
between the excitation pulses and the third interrogation
pulse. In the absence of spectral diffusion and for short
waiting times, the maximum photon-echo signal is attained
if the first two excitation pulses are somewhat delayed with
respect to each other, because this configuration leads to the
largest amplitude of the population gratings. However, if
there is spectral diffusion and the waiting time is comparable
to the characteristic time scale of these processes, the optimal
delay between the two excitation pulses will become smaller.
This can be understood as follows. If the excitation pulses
enter the sample simultaneously, all frequency gratings are
excited in phase, and the echo signal is generated directly
with the entrance of the third pulse. In this case, changes in
the frequencies of the oscillators will not affect their relative
phases and there is no rephasing process required to let the
polarizations add up constructively. Hence, the echo signal
becomes insensitive to the frequency fluctuations. The decay
of the optimal time delay between the two excitation pulses
as a function of the waiting time constitutes the so-called
echo peak signal. For long waiting times, it can be shown
that the waiting-time dependence directly represents the time
dependence of the FFCF. 145146

The spectral diffusion of HDO dissolved in D,O has been
measured with several echo-peak shift spectroscopic studies. 3140147
These studies confirmed the presence of a spectral fluctuation
process with a time constant of ~1 ps, as was also observed
with spectral hole burning. In one study, very slow additional
dynamics were observed occurring on a time scale of 5—15
ps.'¥ However, in a later study, it was argued that these
dynamics likely result from an interference effect with signal
generated from the D,0 solvent.'* In the other echo-peak
shift study,'>0 by Tokmakoff and co-workers, in which
40 fs mid-IR pulses were used, it was observed that there
were two different time scales for the spectral modulation.
The echo-peak shift resulting from this study is presented
in Figure 7. Analysis of the peak shift shows a slow spectral
diffusion process with a time constant of 1.4 ps and a fast
spectral diffusion process with a time constant of ~50 fs.
Moreover, an increase in the FFCF extracted from experi-
ment was observed at a waiting time of ~180 fs. This
“recurrence”” was assigned to an oscillation associated with
the stretching vibration of the bond.?®!%* It follows from this
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Figure 7. Echo intensity and echo-peak shift as a function of the
waiting time 7, for HDO:D,0.!% Reproduced with permission from
ref 105. Copyright 2003 American Association for the Advancement
of Science.

observation that the bond between HDO and a D,O molecule
is underdamped.

3.1.3. Other Photon-Echo Experiments

The first photon-echo studies on water were performed
with only two pulses.'* In these experiments the second
pulse serves both to excite and to probe the population
gratings. In the experiment the time-integrated echo signal
was measured as a function of the delay between the two
excitation pulses. This experiment does not give direct
information on the time scales of the frequency fluctuation
processes, but it does give information on the dephasing time
of the OH oscillators. Using certain assumptions, this
dephasing time can be related to the time scale of the
frequency fluctuations. If the oscillators lose their phase
relation in the time interval between the first and second
pulses, the generated population grating will not have a well-
defined relative phase and there will be no echo signal.
Hence, the echo signal will decrease with increasing delay
between the two excitation pulses. In such a two-pulse
photon-echo experiment, the dephasing time 7, was measured
to be 66 fs < T, < 132 fs. This experiment shows that the
absorption line of the OH stretch vibrations contains a
significant homogeneous component, which indicates the
presence of very rapid spectral fluctuations. The time scale
of these very rapid spectral fluctuations was estimated to be
~30 fs. The observation of a significant homogeneous
broadening component agrees with the findings of the
spectral hole-burning studies, in which it was found that the
spectral width of the hole is already substantial (>100 cm™")
directly after the excitation (Figures 5 and 6).

In another two-pulse photon echo experiment, the echo
signal was time-resolved by interfering this signal with a
reference pulse (local oscillator).'> The delay of the maxi-
mum of the echo signal with respect to the second pulse
was measured as a function of the delay between the first
and second pulses. For a purely inhomogeneously broadened
system, the delay of the echo signal would always correspond
to the delay between the first and second pulses. In the
presence of frequency fluctuations, the delay of the maximum
of the echo signal will not exactly follow the increase of the
delay between the two excitation pulses, because the
frequency fluctuations prevent the full rephasing of the echo
signal from occurring. Hence, the maximum echo signal will
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occur at a shorter delay after the second pulse. From these
experiments it followed that the spectral modulation includes
two processes with time scales of 130 and 900 fs. This
observation thus agrees reasonably well with the results of
the echo-peak shift studies.

3.1.4. Two-Dimensional Vibrational Spectroscopy

Two-dimensional (2D) vibrational spectroscopy is another
variation of third-order nonlinear spectroscopy. The name
2D spectroscopy refers to the fact that the signals measured
with this technique can be presented in a contour plot as a
function of two frequency dimensions, corresponding to the
excitation and the probing frequencies. There are two
variations of 2D spectroscopy: double-resonance or dynamic
hole-burning spectroscopy and pulsed Fourier-transform or
heterodyne-detected photon-echo spectroscopy.

Double-resonance spectroscopy is a conventional spectral
hole-burning experiment in which a narrow-band pump pulse
is scanned through the absorption band. The frequency
spectrum of the pump pulse is often produced by passing a
short, broad-band pump pulse through a piezocontrolled
Fabry—Perot etalon. With the etalon, both the central
frequency and the bandwidth can be varied. The probe pulse
is a fraction of the broad-band input pulse, and after its
transmission through the sample, it is spectrally dispersed
and frequency-resolved detected. The main difference with
a conventional spectral hole-burning experiment is formed
by the adjustable Fabry—Perot filter used to control the pump
spectrum before the pump enters the sample.

Heterodyne-detected photon-echo spectroscopy is a three-
pulse photon-echo experiment. The generated photon-echo
signal is Fourier transformed with respect to two time
variables, with the first being the delay time between the
two excitation pulses and the second being the time between
the echo signal and the third pulse. This technique can be
best explained as a multiple hole-burning experiment. Two
ultrashort pulses separated by a certain time show a
frequency-modulated spectrum with a modulation frequency
that is inversely proportional to the pulse delay. This spectral
modulation imprints a corresponding population frequency
grating in the sample absorption band or, in other words,
burns multiple holes in the absorption line. Increasing the
time separation between the pulses in the first pair leads to
a finer frequency modulation and to more severe smearing
of the holes due to spectral diffusion. The dependence of
the signal on the excitation frequency is obtained by
performing many experiments in which the delay between
the two excitation pulses is varied. Fourier transformation
of all these signals gives the dependence of the signal on
the excitation frequency. An important condition for this
procedure is that the phase relation between the two
excitation pulses is well-defined. The probing frequency axis
is obtained by interferometric superposition of the echo signal
with a fourth laser pulse. This fourth laser pulse acts as a
local oscillator in a heterodyning experiment. The frequency
of the echo signal can be determined in the time domain by
scanning the time delay of the local oscillator and Fourier
transforming the thus obtained signal with respect to this
time variable or by spectrally dispersing both beams in a
spectrograph. The outcome of the experiment is dependent
on the phase difference between the two excitation pulses
and the phase difference between the echo signal and the
local oscillator field. Hence, the experiment requires a high
mechanical stability.
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The two types of 2D spectroscopic experiments give the
same type of information. The double-resonance technique
has as an advantage that it is relatively simple and that it
does not require phase stability. This technique has as a
disadvantage that the measured spectral shapes are always
convoluted with the prechosen bandwidth of the pump pulse.
As aresult, fine spectral details (narrow homogeneous lines)
could be missed if the prechosen pump bandwidth is too
large. The heterodyne-detected echo has as an advantage that
it automatically provides the optimal frequency resolution
for studying the spectral dynamics. If the spectrum contains
very narrow homogeneous lines, the signals obtained with
long delay times between the excitation pulses will strongly
contribute to the 2D spectrum, meaning that the 2D spectrum
indeed will show these fine spectral details.

Both 2D techniques can be used to monitor spectral
diffusion of the OH/OD stretch vibrations of water by
measuring the signal as a function of the delay between the
second and third excitation pulses. For short delays, there is
a strong correlation between the frequency at which the OH/
OD stretch vibration is excited and the frequency at which
it is probed. This means that the spectral contour in the 2D
spectrum will be strongly elongated along the diagonal (for
which the excitation and the probing frequency are the same).
With increasing delay time between the excitation and the
probing, the frequency correlation decreases, which leads to
a broadening of the spectral contour along the off-diagonal
direction. Eventually this contour acquires a circular shape,
indicating that the correlation between the excitation and
probing frequencies is completely lost. This change in shape
is directly connected to the time dependence of the FFCF.
Different methods have been developed to relate the time-
dependent spectral contour to the FFCF, involving the time
dependences of the nodal slope,'®' the dynamic line width,'??
the ellipticity,'> and the inverse of the center line slope.'>*

2DIR experiments on HDO:H,0 and HDO:D,0O have been
performed by the Fayer'32!1515¢ and Tokmakoff!>!!57:158
groups, respectively. The former experiments were analyzed
within the context of the dynamic line width. This is the
width of the spectral hole as a function of the time delay
between the excitation and the probing process. The dynamic
line width can in principle be obtained by taking a cross
section of the spectral contour along the probing frequency
for a fixed excitation frequency. However, the 2D spectrum
will contain not only a spectral contour due to the bleaching
of the fundamental v = 0 — 1 transition but also a contour
associated with the excited state v = 1 — 2 absorption. This
latter contour is red-shifted along the probing frequency axis
by the anharmonicity of the stretch vibration. As the two
contours overlap, the projection of the bleaching signal along
the probing frequency axis has to be corrected for the
contribution of the excited state absorption. In Figure 8 the
dynamic line width is presented, for HDO:H,O, as a function
of the delay between the excitation and probing pulses.'*®
The dynamical line width is clearly observed to broaden with
increasing time delay, closely following the dynamics of the
FFCF. It is also observed that the initial line width is quite
large, indicating that the OD absorption line contains a
significant homogeneous line broadening component, in
agreement with the results of two-pulse photon echo and
spectral hole-burning studies. The FFCF extracted from these
experiments shows a long-time decay of 1.4 ps.!3 These
experiments'>® also showed an interesting frequency depen-
dence: at short times (~100 fs) the dynamic line width
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Figure 8. Dynamic line width as a function of the waiting time
T, for HDO:H,0.'%® Experimental results are the points with error
bars, and the solid line going through the points results from a
triexponential fit to the FFCF. Also shown are simulation results
from the TIP4P (top line), SPC/E (middle line), and SPC/FQ
(bottom line) models. The dashed line at 147 cm™! is the long-
time asymptotic line width. Reproduced with permission from ref
156. Copyright 2004 American Institute of Physics.

depends on excitation frequency, being wider on the blue
side of the line (than at the line center). This demonstrates
that molecules on the blue side undergo more rapid spectral
diffusion. This was interpreted as resulting from the less
constrained environments for water molecules with weaker
H-bonds.

An example of the 2DIR line shapes for HDO:D,Q!31:157:158
is shown in Figure 9.%® These experiments were analyzed
with nodal slope'! and spectral contour ellipticity'>” metrics.
The spectral shape changes with increasing waiting time were
consistent with the FFCF, as deduced from the earlier peak-
shift experiments from the same group.!%!%" These 2DIR
line shapes also show rapid and large frequency changes in
the blue wing. From the experimental results and computer
simulation and theoretical modeling, Tokmakoff and co-
workers argue that the rapid spectral diffusion on the blue
side indicates that molecules with broken H-bonds are
intrinsically unstable; thus, their existence is only “fleeting”,
lasting less than 150 fs. Most of these broken H-bonds result
from excursions from local H-bonded minima, while others
occur at the transition state of rapid H-bond switching events.
This then has broader implications for the nature of liquid
water itself; the authors conclude that “continuum” rather
than “mixture” models are more appropriate.'>!

1,=40fs

1,=80fs
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3.2. Theoretical Approaches to Spectral Diffusion
Observables

A number of calculations related to spectral diffusion and
associated observables in HDO:D,O or HDO:H,O have
appeared in recent years. %1061 11112.115-117,140,151,152155,156,158-160
All of these studies proceed with the approach outlined in
section 2.2: a classical MD simulation of rigid water
molecules is run, and one method or another (see section
2.2) is used to determine the OH/OD stretch transition
frequency for a given configuration of the classical variables
(rotations and translations of all the molecules). This
produces a trajectory of the fluctuating transition frequency.

This information can then be used at different levels of
theory to compare with ultrafast observables. At the simplest
level one assumes the frequency fluctuations are Gaussian,
which is equivalent to making a second-cumulant trunca-
tion,'?? in which case all information from the frequency
trajectory is contained within the FFCF. In addition, it is
then possible to obtain the FFCF from different nonlin-
ear experiments. Several such calculations of the
FFCF98—]06,1l1,112,115—117,140,151,158—160 giVe results that are in
qualitative agreement with that extracted from experiment,
showing a rapid ~50—100 fs initial decay, a small oscillation
with a period of about 150 fs, and a slower decay of about
0.5—1 ps. The long-time decay is somewhat faster than in
experiment (~1.4 ps), which has been attributed to deficien-
cies of the nonpolarizable simulation models used for the
MD simulation. A follow-up study'®® using the fluctuating-
charge simulation model of Rick et al.'®' found a slower long-
time decay of the FFCF of ~1.5 ps, in closer agreement with
experiment. This model, however, does not show the
experimentally observed oscillation. These calculations
confirm the interpretations described earlier, that the short-
time decay corresponds to inertial motion along the H-bond
stretch coordinate and the oscillation corresponds to under-
damped motion near the minimum of the same coordinate.
The decay of the FFCF at times on the order of 1 ps occurs
on the same time scale as the making and breaking of
H-bonds and has been attributed to this process,’!00:103.104
although Tokmakoff and co-workers have argued that the
long-time decay of the FFCF is due to more collective
structural relaxation,!05-106.140

Within the Gaussian approximation one can then use the
FFCF to calculate nonlinear response functions and hence
ultrafast observables.!?? However, it has come to be appreci-
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Figure 9. Experimental (top) and simulated (bottom) absorptive 2DIR heterodyne-detected photon-echo spectra of the stretch vibration of
HDO:D,0 for several waiting times 7,.'3® Reproduced with permission from ref 158. Copyright 2006 American Institute of Physics.
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Figure 10. Calculated''® (for six different simulation models) and
experimental'® echo-peak shifts as a function of waiting time T

for HDO:D,0. Reproduced with permission from ref 116. Copyright
2007 Elsevier.

ated theoretically that for water the frequency fluctuations
are not particularly Gaussian.’®!1=104162 Thig was confirmed
experimentally by the asymmetric 2DIR line shapes.'>"152155~138
One consequence of this is that it then becomes impossible
to extract the FFCF from nonlinear experiments. One can
avoid this approximation theoretically by calculating the
nonlinear response functions directly from the frequency
trajectory. '0L102115-1T.ISLIS8159 Ope such calculation!?? for the
echo-peak shift of HDO:D,O actually preceded the experi-
ments of Fecko et al.,'® showing qualitative agreement,
including the underdamped oscillation. Similar calculations
for 2DIR spectra have also appeared!!3~ 117151158 and have
been used, for example, to support arguments for the
“fleeting” nature of non-H-bonded configurations (see Figure
9, bottom panel).'3"-158

At the next level of theory one can include non-Condon
effects,!'4"116 by determining the trajectory of the fluctuating
dipole moment as in section 2.2 and including that in the
calculation of nonlinear response functions. These non-
Condon effects (occurring because the magnitude of the
vibrational transition dipole depends on bath coordinates such
as H-bonding distances) are moderately important for the
IR and Raman line shapes in water''* and somewhat more
important for nonlinear experiments.!'> In particular, for
pump—probe, spectral hole-burning, and heterodyned photon-
echo experiments, the signal goes like the fourth power of
the transition dipole, whereas for homodyned photon echoes
it goes like the eighth power.

With the large variety of linear and nonlinear vibrational
spectroscopy experimental results available for liquid water,
and the presence of presumably reasonably reliable frequency
and transition dipole maps, one wonders whether experiment
can be used to assess the reliability of classical simulation
models for water. Thus, in a combined theoretical and
experimental study,''® spectroscopic observables were cal-
culated for six different popular simulation models; we
included non-Condon effects, non-Gaussian frequency fluc-
tuations, vibrational relaxation, rotations, and convolutions
over the experimental pulse envelopes, and the results were
compared with line shape, echo-peak shift, and 2DIR
experiments (nodal slope and dynamic line width metrics).
In Figure 10 we show experimental'® and calculated (for
the six different simulation models) echo-peak shifts for
HDO:D,0. One sees that some models produce the correct
initial peak shift, some produce the short-time oscillation,
and some produce the correct time constant for the long-
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Figure 11. Calculated''® (for six different simulation models) and
experimental'* dynamic line widths as a function of waiting time
T for HDO:H,O. Reproduced with permission from ref 116.
Copyright 2007 Elsevier.

time decay, but none do all three! In Figure 11 we show
experimental'*® and calculated dynamic line widths for HDO:
H,O. In this case one sees that one simulation model (SPC/
FQ'%") is in good agreement with experiment, while the rest
are not. Thus, the conclusions are, in fact, not very
conclusive: that all of the simulation models gave results in
qualitative agreement with the experimental results; for
individual experiments some models are definitely better than
others; and no model performed well for all observables.!1©
Overall, the nonpolarizable SPC/E model''® gave perhaps
the best agreement with experiment, although the authors’
final conclusion is that “the endorsement of the SPC/E model
is also not meant to diminish the importance of polarizability,
which is certainly expected to be essential when dealing with
inhomogeneous systems (such as the liquid/vapor interface)

or aqueous solution”.'!®

4. Vibrational Spectroscopy as a Probe of
Rotational Dynamics

Molecular reorientation in liquid water has been studied
with several experimental techniques, such as NMR, 263!
dielectric relaxation,®> THz absorption spectroscopy,’®
optical Kerr effect,'®® and quasi-elastic neutron scattering.*®
These experiments are related to the first- and second-rank
Legendre polynomial orientational TCFs C, () =
[P, (i(t)+i(0))Dwith n = 1 and 2, respectively, for different
molecule-fixed unit vectors #. With NMR it was found that
the correlation time (total integral) of the second-rank TCF
(hereafter called the anisotropy correlation function or ACF)
for the intramolecular H—H vector is approximately 2.5
ps.27730.164165 Experiments on isotopic mixtures allow for the
measurement of correlation times of other (OH and out-of-
plane) molecule-fixed unit vectors, the latter of which turns
out to be about 25% shorter, showing that the rotational
motion of water is not isotropic.?® With dielectric relaxation
and THz absorption, fluctuations of the total dipole moment
of the sample are probed, yielding a Debye time of ~8 ps
for room temperature liquid water.*>**4° It is difficult to make
a straightforward comparison between these numbers for
several reasons: (1) the NMR values are correlation times,
as described above, while the Debye value is a “relaxation”
time (characterizing long-time exponential decay). If the
decay of a TCF is nonexponential at short times, these two
times will be different. (2) NMR times describe rotational
properties of single molecules, while Debye relaxation is a
collective process. (3) NMR times are for the second-rank
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TCF, while Debye relaxation is for the first-rank TCF. (4)
NMR times are for three different molecule-fixed unit
vectors, none of which is in the direction of the molecule’s
dipole (which is probed by Debye relaxation).

Ultrafast IR spectroscopy can measure the second-rank
orientational dynamics of the OH bond vector of individual
molecules.!**"!*! One advantage of the IR experiment is that
the full ACF can be measured (whereas the NMR experiment
measures only the integrated correlation time). In addition,
through excitation and probing with different light frequen-
cies, IR experiments have the possibility to measure the
reorientation of different subensembles.

The measurement of the orientational dynamics of water
via the excitation of the OH/OD stretch vibrations relies on
the fact that the rotation of the molecule changes the direction
of the vibrational transition dipole moment. This method does
not work if there are other processes contributing to the
change of the direction of the transition dipole moment, such
as intramolecular and/or intermolecular resonant (Forster)
energy transfer between the vibrations. As a result, it is
unfortunately not possible to measure the orientational
dynamics of the molecules in pure liquid H,O.* Conse-
quently, the reported femtosecond mid-IR measurements of
the orientational dynamics of water always refer to HDO
molecules dissolved in either normal or heavy water.!3*~14
In both cases the dynamics of a hydroxyl group (either OH
or OD) embedded in a network of isotopically distinct
hydroxyl groups are studied. Studying the orientational
dynamics of the stretch vibration of HDO:D,0O has the
advantage that it is easier to resolve dynamical inhomoge-
neities, as the OH stretch vibration of HDO:D,O is more
strongly inhomogeneously broadened than the OD vibration
of HDO:H,0.'"¥"152 On the other hand, studying the OD
vibration of HDO:H,O has the advantage that the lifetime
of the OD vibration is more than two times longer than that
of the OH vibration, thereby allowing the measurement of
the orientational dynamics of the OD group over a signifi-
cantly longer time interval.

4.1. Polarization-Resolved Pump—Probe
Spectroscopy

The orientational dynamics of the OH/OD stretch vibra-
tions of HDO dissolved in D,O/H,O have been studied with
polarization-resolved pump—probe spectroscopy.*>!133714! The
required femtosecond mid-IR laser pulses at wavelengths of
~3 um (=3300 cm ') or ~4 um (=2500 cm ') are obtained
via similar nonlinear frequency conversion processes, as were
briefly described in the previous section. The probe pulses
are often obtained by splitting off a small fraction of the
pump pulse. 331341387140 I some experiments, independently
tunable probe pulses are generated by a separate sequence
of nonlinear frequency-conversion processes.*>!337137

The rate of molecular reorientation of the water molecules
is studied by measuring the time dependence of the anisot-
ropy of the excitation of the OH/OD stretch vibration. In
most experiments, the polarization of the pump is rotated
before the sample at 45° with respect to the probe polariza-
tion with a A/2 plate. After the sample, the polarization
components of the probe parallel and perpendicular to the pump
polarization are alternatingly chosen using a polarizer, 34135137141
In one study'? the experiment is performed with a probe
pulse that has a polarization that is parallel to the pump
polarization, and a probe pulse with a polarization at the
magic angle (54.7°) with respect to that of the pump.
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The signals measured are the ratios of the transmitted
probe and reference beams: Ty = I\/Ler, T = I/ Ler, and T,
= Liyo/Ier, Where I, represents the signal measured by a probe
pulse with its polarization at the magic angle. To determine
the pump-induced changes 7j, T g, and Ti, the signals
are alternatingly measured with and without the pump pulse
present using a 500 Hz chopper in the pump beam. The
signals are used to construct the absorption changes Aoy =
In[TWTy], Aog = In[T/To], and Aoy, = In[Tis/Ty], Where
T, represents the transmission signal in the absence of the
pump. From Aqy and Ao, the rotational anisotropy can be
constructed:

Agy, — Aoy Aoy — Aag
Aa, + 2A0,  3Aqg;

1S0

R(t) =

3)

The anisotropy can also be obtained from Aoy and Adt,:'>
AO”II - Aaiso
2A0.

180

R(1) = “4)

The denominator of eqs 3 and 4 is not affected by the
reorientation. Hence, isotropic effects such as vibrational
relaxation are divided out. Thus, R(?) is directly related to
the ACF:!%

R(t) = % (1) = %U’z(cos 0(1)0 (5)

where P,(x) is the second Legendre polynomial and 6(¢) is
the angle between the OH/OD bond vectors at time 0 and
time f.

4.1.1. Isotropic Absorption Changes

In Figure 12 the isotropic absorption changes are shown
as a function of the delay between pump and probe for three
different probe frequencies.** At probe frequencies of 3400/
2500 cm™!, the signal is dominated by a decaying bleach,
whereas at 3170/2380 cm™! the signal consists of a decaying
induced absorption. In between these two frequencies, more
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Figure 12. Absorption change as a function of delay between pump
and probe for a pump pulse at 3400/2500 cm ™! (upper/lower panel)
exciting the OH/OD stretch vibration of HDO dissolved in D,0/
H,0.# Shown are transients for probe frequencies of 3170/2380
cm™! (circles), 3250/2430 cm™! (squares), and 3400/2480 cm™!
(triangles). Reproduced with permission from ref 43. Copyright
2008 American Chemical Society.
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complicated dynamics are observed, especially for the OD
vibration. For a probe frequency of 2430 cm ™!, a bleaching
signal is observed that shows a decay followed by a rerise
to a constant (bleached) end level. The latter ingrowing part
of the signal reflects the temperature increase of the sample
in the focus of the pump beam. The fact that the signal turns
over shows that the temperature rise takes place on a slower
time scale than the relaxation of the stretch vibration, which
implies that the vibrational relaxation proceeds via a non-
thermal intermediate state. With MD simulations it was found
that the relaxation of the vibration of HDO:D,O is dominated
by energy transfer to the overtone of the bending mode.”38%167
This overtone subsequently rapidly relaxes to the first excited
state of the bending mode. Hence, the intermediate level is
likely formed by the first and/or second excited state of the
bending mode of the HDO molecule.

At longer delays (>3 ps) transmission changes are observed
that persist over the experimentally accessible time range
(500 ps) and that have the character of a bleach on the red
side of the spectrum and of an induced absorption on the
blue side. These persistent transient spectra reflect the
temperature rise in the sample that results from the absorption
and thermalization of the energy of the pump pulse. A rise
in temperature induces a blue shift and a decrease in cross
section of the OH/OD vibrations.!3*!3%13% The thermal signal
observed at large delays is isotropic, meaning that the
magnitude of this signal is the same for Ay and Aag. Hence,
to obtain the anisotropy of the excited OH/OD vibration,
the time-dependent thermalization signal has to be subtracted
from Aoy and Aop. To determine the delay dependence of
the thermalization signal, the spectral responses of the OH
and the OD vibration are fitted to a relaxation model.!33-13%168
In this model the relaxation proceeds with time constant 7,
= 1/k, to an intermediate state. This latter state relaxes with
time constant 7, = 1/k, to the final state, in which the energy
has become thermal. The two time constants 7, and 7, are
treated as global fit parameters, and the cross sections of
the transitions between the vibrational levels are allowed to
vary over the spectrum. The resulting fits are represented
by the solid lines in Figure 12. It is seen that the model
provides an accurate description of the data, which implies
that spectral diffusion effects do not play an important role
after a delay of 0.4 ps for pump pulses that are resonant
with the center of the absorption bands. For the OH stretch
vibration of HDO dissolved in D,0O, 7; = 0.7 £ 0.1 ps and
7, = 0.6 £ 0.1 ps. For the OD stretch vibration of HDO
dissolved in H,O, 7 = 1.8 £ 0.2 ps and 7, = 0.9 £ 0.1 ps.

4.1.2. Long-Time Results: Collective Orientational
Dynamics

Figure 13 shows the anisotropy of the OD stretch vibration
of HDO dissolved in H,O measured as a function of delay
for a pump frequency of 2500 cm™! and three different probe
frequencies. The anisotropy signals shown are obtained by
correcting the measured Aoy and Aa for the thermalization
signal as determined from the isotropic data. An exponential
fit to the data shown in Figure 13 yields a time constant of
2.5 £ 0.2 ps at all probe frequencies, in agreement with
earlier results, 13141169

The reorientation time constant of the OD vibration of
HDO in H,O (2.5 &+ 0.2 ps) is observed to be somewhat
shorter than that of the OH vibration of HDO in D,O (3 &+
0.3 ps).!337140 At first sight it may seem surprising that the
orientational relaxation of the OD group proceeds faster than
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Figure 13. Anisotropy of the OD stretch vibration of HDO
dissolved in H,O as a function of delay between pump and probe
for a pump frequency of 2500 cm™" and probe frequencies of 2500
cm™! (circles), 2550 cm™! (squares), and 2600 cm™! (triangles).*
Reproduced with permission from ref 43. Copyright 2008 American
Chemical Society.

that of the OH group, as its moment of inertia is almost twice
as large. However, there exist two regimes for the reorienta-
tion. On very short time scales (<200 fs), the OH/OD group
can show a limited free rotation (libration) while keeping
the donated H-bond intact. This regime will be discussed in
the following subsection. On longer time scales, which are
of relevance here, the orientational dynamics of the groups
require rearrangements of the water network.!%!% In this
regime the orientational dynamics are no longer determined
by the moment of inertia but instead are governed by the
relative motions of the water molecules and, in particular,
by the dynamics of H-bond breaking and reformation. A
good measure for the translational mobility of the water
molecules is provided by the value of the viscosity. Using
the viscosities of H,O and D,O (0.9 mPa s and 1.1 mPa s,
respectively), the reorientation times of the OH and OD are
estimated to show a ratio of 0.8, which is very similar to the
measured ratio of the reorientation time constants. It should
be noted that this finding does not imply that the orientational
motion of the water molecules is diffusive. In fact, in a recent
molecular dynamics study it was shown that the reorientation
involves fast and large angular jumps between different
H-bond configurations.'”® The scaling with the viscosity thus
likely follows from the fact that the rate-limiting steps of
the reorientation are formed by (translational) molecular
motions, of which the rate is well characterized by the
viscosity.!"!

The measured molecular reorientation times of 2.5/3 ps
in HyO/D,0 agree reasonably well with the results obtained
with other techniques. NMR studies arrive at a reorientation
time of the water molecule of about 2.35—2.5 ps in liquid
H,0O at 298 K?73%3! and 2.4—2.9 ps in liquid D,O at 298
K.2%39 Note that the values from Jonas et al.*® are obtained
by interpolation using an Arrhenius expression, from the
measured results at 283 K and 303 K. Here again one should
remember that, for the IR pump—probe experiments and the
deuterium quadrupolar relaxation experiments in D,0,?® the
relevant molecule-fixed unit vector is the OH/OD bond
vector, while in the proton NMR experiments on HO it is
the H—H intramolecular unit vector.22° Therefore, in this
case we can make a direct comparison between the two D,0O
experiments (and even here one should keep in mind that
the IR experiments actually measure the reorientation of
HOD in D,0). One must also emphasize again that the NMR
experiments measure the integrated correlation time, whereas
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the IR experiments measure the long-time decay. If the ACF
is not exponential, these two are not the same. Both
experiments and simulation (see below) show, in fact, that
the ACF has a very fast drop at short times, whose amplitude
is about 10—20% of the initial value, meaning that the NMR
time (2.4—2.9 ps) should be about 10—20% shorter than the
IR time (3 ps); this is indeed observed to be the case for
D,0.

In comparing the results of femtosecond pump—probe
and NMR experiments with the results of dielectric
relaxation studies and THz absorption, it should be
emphasized again that these techniques measure different
orientational TCFs. Femtosecond pump—probe and NMR
experiments probe the (second-rank) ACF, whereas 7 as
measured in dielectric relaxation and THz absorption
spectroscopy is related to the first-rank TCF. And again
we mention that for dielectric and THz spectroscopy the
relevant unit vector is different from that in both the NMR
and IR experiments (in this case it is along the molecular
dipole moment). In dielectric relaxation studies of liquid
water, a main relaxation component with a time constant
7p of 8.3 ps was found.?? Similar values were found in THz
spectroscopic studies of H,O and D,0:% at room temper-
ature the Debye times 7p of the slow component were
determined to be 8.5 ps for H,O and 10 ps for D,O. To arrive
at the time constant 7, of the decay of the first-rank TCF,
the values of 7p have to be corrected for collective effects.
This correction is not without ambiguity, but using the
approach proposed by Wallgvist and Berne,'’? one arrives
at values of 7, of 7.6 and 9 ps for H,O and D0, respectively.
When comparing these values with the second-rank time
constants (2.5 and 3 ps, respectively), one finds ratios that
are close to 3. The ratio between the first- and second-rank
decay times 7, and 7, is determined by the nature of the
reorientation mechanism. In the case of pure (small step)
rotational diffusion 7; = 37,, but if the reorientation takes
places via, for example, jump diffusion, this ratio can be
lower.' In addition to the main component with 7p,
dielectric relaxation and THz absorption studies report a
weaker and much faster component with a time constant on
the order of 100 fs.>*% The origin of this fast component
will be discussed in the following subsection.

4.1.3. Ultrashort-Time Results: Librational Motions

In Figure 14 the anisotropy of the OH stretch vibration
of HDO:D,O is shown as a function of delay time up to
1.5 ps.'%%173 This measurement is performed with mid-IR
pulses with a pulse duration of 45 fs. The figure clearly
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Figure 14. Anisotropy of the OH stretch vibration of HDO
dissolved in D,0 as a function of delay,'”® measured with ultrashort
(45 fs), broad-band (400 cm™!) pump and probe pulses with a
central frequency of 3400 cm™!. The anisotropy shows a biexpo-
nential decay with a fast component in the first 200 fs. Reproduced
with permission from ref 173. Copyright 2004 American Physical
Society.

Bakker and Skinner

shows that the anisotropy decay takes place on two
distinctly different time scales. The anisotropy shows a
rapid partial decay in the first 100 fs. This decay is
interpreted as being due to librational (hindered rotational)
motion. Here it should be noted that in these experiments'#*173
the signals measured show little contribution from coherent
artifacts because the sample used is a free-flowing water
jet. The fast decay is followed by the much slower

dominant decay component with a time constant of ~3
ps. 1357137

The rotational motion observed at short times is,
presumably, hindered by the much more slowly rearrang-
ing H-bond network. Earlier in the review we discussed
how molecules in different H-bonding environments
absorb at different frequencies and, in particular, that
molecules on the red side of the band have weaker
H-bonds than molecules on the blue side. It follows, then,
that the short-time dynamics might well be frequency-
dependent. Such experiments can be performed with
relatively long pulses by pumping and probing at different
frequencies in the band.*»!3*136.137 Alternatively, one can
use a shorter broad-band probe pulse and then frequency-
resolve the signal.*® Finally, one can use shorter pump and
probe pulses, whose bandwidths span the absorption line and
then frequency-resolve the transient absorption.'*!

The first experiments showing a frequency-dependent
anisotropy'**!3¢ used the narrow-band pump—probe tech-
nique and were performed on HDO:D,0. In these two
studies, pump and probe frequencies were chosen to be
the same, but the frequency of the pair of pulses was
varied throughout the band. The anisotropy decay was
distinctly frequency-dependent for times up to 1.5 ps, with
faster decays for bluer frequencies, but the decay times
for longer times were identical.'*® An interpretation'® of
the experiment was that on the blue side of the line the
restraining potential due to H-bonding is weaker, and so the
angular excursions at short times will be greater (see below).
At times longer than the spectral diffusion time, frequency
memory is lost, and so all members of the ensemble decay
at the same rate.'” Related two-color (different pump and
probe frequencies) experiments on the same system by Gallot

et al.’¥” showed similar results.
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Figure 15. C,(100 fs) versus OD stretch (probe) frequency for
HDO:H,0."*! The dashed line is a linear fit to the data (filled
circles). The open circles represent calculations from MD simula-
tions (see section 4.2). Reproduced with permission from ref 141.
Copyright 2008 National Academy of Sciences.



Structure and Dynamics in Liquid Water

delay [ps]

Figure 16. Anisotropy of the OD stretch vibration of HDO
dissolved in H,O as a function of delay,* for the same pump and
probe frequency of 2500 cm™! (circles), 2550 cm™! (squares), 2600
cm™! (triangles), and 2650 cm™' (diamonds). Reproduced with
permission from ref 43. Copyright 2008 American Chemical
Society.

As mentioned above, better time and frequency resolu-
tion can be achieved with shorter pump and probe pulses,
and then frequency-resolving the transient absorption.'*!
Fayer and co-workers studied the HDO:H,O system using
this approach, finding that the value of R(¢) at + = 200 fs
varied by about 10%, depending on probe frequency.
Considering that the ultrafast inertial component is over by
about 100 fs,'¥*173 they then extrapolated their results
backward to 100 fs and plotted the value of C,(100 fs) as a
function of probe frequency; the results are shown in Figure
15. One sees that the initial drop of the ACF varies from
about 10% to about 20% as one goes from the center of the
band to the blue edge. One interesting aspect of this work
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involves the temperature dependence of this frequency-
dependent initial drop. At 65 °C the drop varies from 8% to
32%, while at 1 °C the drop is almost constant at about 15%.
This last feature is interpreted as indicating that motion just
above the freezing point is more collective, and so the
strength of the angular potential is not a single-molecule
property, explaining the lack of a frequency dependence.'*!

4.1.4. Short-Time Results: Jumping Molecules

Narrow-band pump/broad-band probe experiments, re-
cently performed by Bakker et al.,* provide separate pump
and probe frequency resolution, albeit at the expense of some
time resolution (due to the relatively long pump pulse). These
experiments can shed light on the mechanism of molecular
reorientation. For example, results** for identical pump and
probe frequencies, on the HDO:H,O system, are shown in
Figure 16. One sees that the measured anisotropy shows an
additional relatively fast component if the OD absorption
band is both excited and probed in the blue wing. It should
be noted that this additional faster decay cannot be caused
by librations. The partial decay of the anisotropy due to
librations is nearly complete after 100 fs,'%%140 whereas the
dynamics observed in the blue wing of the stretch vibration
are much slower, having a time constant of ~700 fs.

Results for different pump and probe frequencies* are
shown in Figure 17. When the OD stretch vibration is
pumped close to its central frequency (upper panels), the
anisotropy is nearly the same at all probe frequencies, except
in the frequency region where the bleaching changes into
an induced absorption. In this frequency region the signal
results from the competition of these two signals, which leads
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Figure 17. Anisotropy as a function of frequency at delays of 0.1 ps (circles), 0.2 ps (squares), 0.5 ps (triangles), 1 ps (diamonds), and

2 ps (stars). Shown are results obtained with a pump frequency of 2450 cm™' (upper panel), 2550 cm™! (middle panel), and 2650 cm™
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(lower panel). Part a shows the experimental results (solid lines are guides to the eye), and part b presents calculated results.*
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to an erratic behavior of the anisotropy. With increasing
delay, the anisotropy decay shows the same decay dynamics
at all probe frequencies. When the pump frequency is tuned
to the blue wing of the absorption spectrum (lower panels
of Figure 17), the anisotropy is observed to become strongly
frequency dependent in the first few picoseconds. An
interesting observation is that the anisotropy in the center
and the red wing is significantly lower than 0.4, already at
a delay of 0.2 ps. This observation shows that, directly after
the excitation, the signals in the center and in the red wing
contain a significant contribution of water molecules that
have reoriented.

The low value of the anisotropy in the center and the red
wing following excitation in the blue wing is not due to a high
intrinsic reorientation rate of molecules absorbing in the center
and the red wing. The upper panels of Figure 17 clearly show
that water molecules absorbing in the center and the red wing
in fact show a slow reorientation. Therefore, the large fraction
of reoriented molecules in the center and the red wing following
excitation in the blue wing must be due to excited molecules
that reorient while rapidly changing their frequencies from the
excited blue wing to the center and the red wing of the
absorption band. This finding closely agrees with the molecular
jump model for reorientation that was developed by Laage and
Hynes based on MD simulations.!” In this model, the
reorientation involves the breaking of the old H-bond and
the formation of a new H-bond, which leads to a large and
abrupt change in the frequency of the OD vibration. If the
pump pulse is tuned to the blue wing of the absorption band,
there will be few molecules directly excited in the center
and the red wing of the absorption band. As a result, the
relative contribution to the signal of molecules that have
reoriented and undergone a large frequency change will be
relatively large at these frequencies, leading to a low
anisotropy already at early delays. A significant part of the
frequency changes takes place within 100 fs, as no initial
fast anisotropy decay could be resolved in the center and
the red wing of the absorption band. In the blue wing of the
absorption band, the number of directly excited molecules
is large and the relative contribution of molecules that have
reoriented and sampled all possible frequencies in the
absorption band will be small. Hence, in the blue wing the
initial anisotropy is high. Descriptions of model calculations,
shown in the right panels of Figure 17, as well as more
detailed comparison between these pump—probe results and
the predictions of the Laage/Hynes picture,'%!7%7! can be
found in the recent Feature Article by Bakker et al.*3

4.2. Theoretical Approaches to Rotational
Anisotropy Observables

The above experimental results show a number of intrigu-
ing features for which molecular interpretations are desirable.
These include the nonexponential decay of C,(¢), especially
the very rapid initial drop and the frequency dependence of
its amplitude, and the eventual frequency-independent long-
time decay.

As discussed above, small-amplitude librations can occur
without large-scale rearrangement of the H-bond network, which
leads naturally to the wobbling-in-a-cone model.*108.166.169.171
The idea is that a restraining angular potential due to
H-bonding restricts the angular motion at short times to
explore angles within a cone of semiangle 6,. At such time
7 when the cone is fully explored, the value of the ACF drops
t0166

Bakker and Skinner
1 2
Cy(r) = Ecos 0,1 + cos 0,) (6)

Thus, within this model, from the initial drop of the ACF
one can determine the cone semiangle 6,.%!%1% For
example, if one assumes that the cone is fully explored at a
time 7 such that C,(7) = 0.9, 6, = 15°, while if Cy(1) =
0.75, 6, = 24°, etc. Estimates for 7 range between about
100 and 200 fs,!98140.141 and estimates for the cone semiangle
range from about 15° to 35°.%*1% In passing, we note that
experimental estimates of cone semiangles appear to be
somewhat larger for the OH ACF than for the OD ACF.*
This is perhaps due to larger librational quantum effects'*~2*
in the former case (where the relevant reduced mass is
presumably lighter, and so the angular extent of the wave
function is greater).

Moilanen et al. have generalized the wobbling-in-a-cone
model to a harmonic cone model.'*' Thus, instead of free
angular motion within a cone, there is motion within an
angular harmonic potential characterized by frequency w.
Within this model the angular drop in the ACF, at such time
7 that the distribution within the angular potential has attained
thermal equilibrium, can be related to the cone frequency.
Taking 7 to be 100 fs, this analysis yields frequencies w
from 320 to 450 cm ™! as the probe frequency goes from the
blue edge to the middle of the band (for HDO:H,0). Smaller
(larger) estimates for 7 would lead to smaller (larger) initial
drops, which would lead to higher (lower) frequencies. In
any case, the estimated cone frequency at the middle of the
band is in qualitative agreement with the estimated librational
frequency (585 cm™!) for HDO:H,0.'*! Note that the lowest
frequency of 320 cm™! has a period of about 100 fs, which
is only consistent with equilibration within 100 fs if the
libration is strongly damped.

Cy(t) for various molecule-fixed unit vectors has been
calculated for many simulation models of liquid water.
Relevant to this section are recent calculations using the
TIP4P'* or SPC/E'"® simulation models for the OH bond
unit vector, 267 100108140141 A] of the results show a fast decay
within 50 fs, followed by a recurrence at between 60 and 80
fs and then followed by an approximately exponential decay
with a time constant on the order of 1.5 ps (for the TIP4P
model)'” or about 2.5 ps (for the SPC/E model).?6-97-108.140.141
The recurrence has been interpreted as arising from under-
damped librational motion. This recurrence has not been
observed experimentally, possibly due to difficulties arising
from coherent artifacts at such short times.

The frequency dependence of the initial drop was first
studied theoretically by Lawrence and Skinner.'” They
calculated C,(¢) for HDO:D,O using the TIP4P water
simulation model, but only those molecules whose OH
stretch frequency was in a specified frequency window at ¢
= 0 contributed to the average. This was intended to
represent the frequency selection in a narrow-band pump—
probe experiment. The results showed a frequency-dependent
initial drop, followed by the above-described recurrence and
then followed by a frequency-independent exponential decay
with a time constant of about 1.4 ps. The agreement with
the experimental data available at the time'*® was only very
qualitative. Lawrence and Skinner argued that at longer
times—those longer than the spectral diffusion time—the
decay rate of C,(f) becomes frequency independent, as
molecules have lost memory of their initial frequency.!'®

In the earlier experiments'* the OH stretches were pumped
and probed at the same frequency. Thus, the calculation of
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C,(1) should have included only those molecules whose OH
stretch frequency was in a specified window at time 0 and
time ¢. This shortcoming was corrected in a more recent paper
by Laage and Hynes,'”® where they calculated C,(¢) for
different frequencies for HDO:D,0O using the SPC/E simula-
tion model. Their results are similar to the earlier results,'®
showing a frequency-dependent initial drop, a recurrence,
and frequency-independent exponential decay at longer times
(now with a time constant of about 2.5 ps,'”! due to the more
realistic and slower SPC/E simulation model). Laage and
Hynes'%17! extended the separation-of-time-scale argument
between spectral diffusion and rotation invoked earlier.'®
They first showed (from simulations of the SPC/E model)
that the transition state for molecular rotation involves a
bifurcated H-bond (described more fully below) and that the
rate-limiting step for the rotation process involves the
concerted arrival and departure of H-bond partners.!”® They
then showed that the bifurcated transition state is extremely
short-lived and will contribute negligibly to the absorption,
even in the blue wing of the absorption band.'®® Therefore,
exciting water molecules on the blue edge of the band does
not specifically select molecules close to the transition state.
However, the probability to evolve to the transition state
within 125 fs is about five times larger in the blue wing of
the absorption band than in the center.'”! This finding is
consistent with the experimental observation of a dependence
of the anisotropy decay on excitation frequency for delay
times up to ~1 ps.** After spectral diffusion is complete (~1
ps), this frequency dependence will vanish, and the further
decay of the ACF will be independent of pump and probe
frequencies.

In the more recent studies in HDO:H,O by Moilanen et
al.'"! as described above, where the broad-band pump at ¢
= ( excites all molecules, the transient absorption probed at
a time ¢ later is frequency-resolved. These authors calculated
C,(1) as done by Lawrence and Skinner,'” averaging over
only those molecules whose OH stretches are in (in this case
very narrow) frequency windows at + = (. Note that since
trajectories from equilibrium simulations were used in this
analysis and the classical equations of motion are fully time-
reversible, this is equivalent to averaging over only those
molecules whose OH stretches are in the same frequency
windows at time ¢, which is consistent with the (broad-band
pump/frequency-resolved probe) experiments.'*! Theoretical
results” for a range of probe frequencies from the center of
the band to the blue edge are shown in Figure 18, for the
SPC/E simulation model and using a recently developed
frequency map,””!'7 as described in section 2.2. One sees
clearly the probe frequency dependence of the initial drop,
followed by the recurrence described earlier. The values at
100 fs were reported in the paper by Moilanen et al.'*! and
are also shown in Figure 15. Note that the recurrence time
(and hence the librational frequency) is dependent on the
probe frequency, ranging from about 56 fs at the center of
the band to about 68 fs at the blue edge. These recurrence
times correspond to librational frequencies of 595—490 cm ™.
Note that the former is in good agreement with the estimated
librational frequency (585 cm™!) of HDO:H,0'*! and that
the values of these librational frequencies and their trend
with probe frequency are in qualitative agreement with those
deduced from the harmonic cone model described above.'*!

The temperature dependences of the probe-frequency-

dependent initial drops of C»(100 fs) have also been
calculated theoretically for HDO:H,0,%” and the results are
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Figure 18. Calculated C,(7) for HDO:H,O0, as a function of probe
frequency.’’ Reproduced with permission from ref 97. Copyright
2009 John Wiley and Sons.
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Figure 19. Experimental'*! and theoretical®’ initial drops of the
rotational anisotropy correlation function, for HDO:H,O, as a
function of probe frequency, for three different temperatures.
Reproduced with permission from ref 97. Copyright 2009 John
Wiley and Sons.

compared with experiment'*! in Figure 19. In this case the

theoretical results are in relatively poor agreement with
experiment, showing neither the increased probe frequency
dependence of the initial drop at higher temperature (65 °C)
nor the nearly flat frequency dependence at 1 °C. Presumably
this is due, at least in part, to the inability of the SPC/E
model, which was parametrized at room temperature, to
perform well at other temperatures. In particular, the freezing
point of the SPC/E model is 215 K.'” Moilanen et al. argue
that the flat frequency dependence is a signature of collective
dynamics very close to the freezing point, which would not
be expected to be demonstrated by the SPC/E model at 1
°C (since this is so far above the freezing point for the
model).

The last topic for this theoretical discussion involves the
molecular mechanism of water rotation at long times, which,
as discussed above at length, is characterized by a decay
time of Cy(¢) for the OH bond unit vector of HDO:D,0 of
about 3 ps and for the OD bond unit vector in HDO:H,O of
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Figure 20. Schematic picture of the reorientation of water.!” The rotating water molecule has oxygen and hydrogen atoms labeled with
O* and H*, respectively. Reproduced with permission from ref 108. Copyright 2006 Elsevier.

about 2.5 ps. In two recent papers,'’*!”! Laage and Hynes
analyze trajectories from a simulation of SPC/E water,
showing first of all that the picture based on small-step
rotational diffusion is not correct. Rather, they find that
rotations occur through large-amplitude angular jumps,
involving a concerted H-bond switching event with a
transition state characterized by a bifurcated H-bond. A
schematic picture'® of the molecular mechanism is shown
in Figure 20. This picture is consistent with the interpretation
of 2DIR spectra and associated calculations by Loparo et
al.'"*® As mentioned above, analysis of trajectories within the
context of this extended jump model sheds further light on
the frequency-dependent anisotropy decay at short times and
its frequency independence at later times.'”® In addition, as
described above, the 2DIR experiments of Tokmakoff and
co-workers!3!"158 and the two-color pump—probe anisotropy
experiments of Bakker et al.* provide experimental support
for this rotational mechanism.

5. Conclusions and Outlook

We have reviewed the contributions that vibrational
spectroscopy in the OH/OD stretch regions of HDO:D,0O/
HDO:H,0 has made to our understanding of the structure
and dynamics of liquid water. We have focused on three
classes of experimental observables: line shapes (IR and
Raman), observables that probe spectral diffusion (hole-
burning, integrated echoes, and 2DIR), and observables that
probe molecular rotation (polarization-resolved pump—probe).
In each case we have summarized the relevant experimental
and theoretical studies.

Considering first the Raman line shapes, theoretical
analysis indicates that the shoulder on the blue side is due
to HOD molecules lacking an H-bond to the H/D atom for
HDO:D,0O/HDO:H,0, respectively.'*!"” Most of these bro-
ken H-bonded configurations are inherently unstable and,
hence, are transient, and a small fraction of them correspond
to bifurcated H-bond transition states.”"'*!"! In any case,
most simulation models (together with an H-bond definition)
indicate that 10—15% of the time a given H atom is not
H-bonded. Thus, these broken H-bond configurations make
an important contribution to the equilibrium structure of
water. Theoretical analysis indicates that, in the H-bonding
region of the line shapes, information about structure is not
readily available, since, apparently, there is a poor correlation
between OH/OD stretch frequency and H-bonding class.!!"126

The spectral diffusion observables provide quite direct
information about the frequency—frequency time-correlation
function. Integrated three-pulse echo-peak shift experi-
ments'“’ show that the correlation function has an initial
inertial time decay within 50 fs, a recurrence indicative of
an underdamped oscillation at about 180 fs, and a long-time
decay with a time constant of about 1.4 ps. Molecular
dynamics simulations and other experiments support the idea
that the underdamped oscillation is due to the intermolecular

H-bond stretch. The initial decay on the 50 fs or shorter time
scale is due to small-amplitude local rearrangements. The
long-time decay time indicates the time scale over which
the transition frequency becomes uncorrelated. Since the
frequency is a functional of the nuclear positions of the
surrounding molecules, this time scale is related to that for
structural relaxation. Some have advanced the notion that
this structural relaxation comes from making and breaking
H-bonds with the HDO molecule,”®10%193.104 while others have
argued that the relaxation has a more long-range collective
origin.'% Tt is certainly possible that both are true;'™* for
example, much of the relaxation on the 1 or 2 ps time scale
may be due to making and breaking local hydrogen bonds,
while the residual relaxation, possibly on slightly longer time
scales, may be due to more collective processes. 2DIR
experiments permit a more nuanced picture of spectral
diffusion.'>>!® In particular, the finding that spectral diffusion
is faster on the blue side is consistent with the intuitive idea
that molecules with weak or broken H-bonds sample con-
figuration space, and therefore frequency space, faster.

The pump—probe anisotropy experiments provide an
equally intimate view of molecular rotation. The second-
rank rotational time-correlation function also has an ultrafast
decay within 100 fs, followed by a long-time exponential
decay of 2.5—3 ps.*1%173 The former is found to depend
on the frequencies of the pumping and probing light.43!36.141
In general, on the blue side of the line the initial drop is
largest, indicating more extensive orientational excursions.
The amplitude of the drop can be related to the angle of an
accessible cone or to the librational frequency of a harmonic
cone potential. Pumping or probing on the blue side leads
to larger cone angles or smaller cone librational frequencies.
The subsequent exponential decay is frequency independent
and characterizes the rotational relaxation time of the entire
ensemble.'"!% Since many rotational “attempts” are made
before an actual rotational jump occurs, and during these
attempts local, possibly including H-bond, rearrangements
occur, which produce spectral diffusion, it is clear that the
spectral diffusion time is faster than the rotational time. To
rephrase this slightly differently, many configurational
changes can cause spectral diffusion, but only a specific
configuration involving the concerted departure and arrival
of H-bond partners can lead to rotation. In this sense, spectral
diffusion is a necessary but not sufficient condition for
rotation.

Both sets of experiments lead to the following picture of
motion in liquid water. Short-time dynamics is restricted,
on the average, by both an angular potential and a transla-
tional potential, both due to H-bonding. For times less than
50 fs, a molecule can make small-amplitude angular and
translational excursions near the bottom of this restraining
potential, which lead to rapid but only partial loss of
frequency and angular correlation. Theory and simulation
predict that on slightly longer time scales these excursions
lead to underdamped oscillations in both angular and
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translational coordinates—the former is characterized by a
librational frequency, and the latter is characterized by the
hydrogen-bond stretch. Only the latter has been observed
experimentally. At longer times molecules rotate and break
hydrogen bonds, and as a result of recent 2DIR'>>!58 and
frequency-dependent pump—probe experiments!*'** and
simulations and theory,!0-106108.14L170 the precise way in
which this happens is now much clearer. Molecules rotate
by way of a concerted H-bond switching event, going
through a transition state with a weak bifurcated H-bond.'”°
Thus, the molecule makes relatively infrequent but fast and
large-amplitude angular jumps. The rate-limiting step is the
approach of an H-bond accepting molecule. We anticipate
that further frequency-dependent pump—probe experiments
will undoubtedly refine the above picture of dynamics in
liquid water.

Where do we go from here? Many of these same
techniques can be, and in fact have already been, used to
explore the structure and dynamics of water in other phases
and in heterogeneous situations. For example, one can use
vibrational spectroscopy to probe structure and dynamics in
the many crystalline ice phases, in amorphous solid water,
at the surfaces of solid and liquid water, and in the near-
critical regime. One can use vibrational spectroscopy to probe
the structure and dynamics of water in aqueous solutions of
ionic and nonpolar species and in more heterogeneous
situations such as in reverse micelles, in or near polymer or
bilayer membranes, and in concentrated solutions of bio-
molecules. As in the case of liquid water, the exquisite
sensitivity of OH stretch vibrational frequencies to local
environments, coupled with the excellent time and frequency
resolution of modern ultrafast vibrational spectroscopy, make
this an excellent technique for unravelling complicated
structural and dynamical issues in these fascinating and
important systems.
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